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Abstract The performance of the existing parallel sequential pattern mining algo-
rithms is often unsatisfactory due to high IO overhead and imbalanced load among
the computing nodes. To address such problems, this paper proposes two efficient
parallel sequential pattern mining algorithms based on Spark, i.e., GSP-S (GSP
algorithm based on Spark) and PrefixSpan-S (PrefixSpan algorithm based on Spark).
For both algorithms, multiple MapReduce jobs are implemented to complete a mining
task. To reduce IO overhead and take advantage of cluster memory, the first
MapReduce job loads sequence database from the Hadoop Distributed File System
(HDFS) into the Spark resilient distributed datasets (RDDs), and further MapReduce
jobs read the database from the RDDs and store intermediate results back into the
RDDs. Our findings suggest that a wise choice can be made between GSP-S and
PrefixSpan-S, depending on the user-specified minimum support threshold. Moreover,
theoretical analysis shows that GSP-S and PrefixSpan-S are sensitive to data distribu-
tion on the cluster. To further improve performance, we propose two database
partition strategies to balance load among the computing nodes in a cluster. Experi-
ment results demonstrate the high performance of GSP-S and PrefixSpan-S in terms of
load-balancing, speedup and scalability.
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1 Introduction
1.1 Motivation

With the exponential growth of data and complexity of intelligent systems, fast
machine learning and computational intelligence techniques are needed. Sequential
pattern mining is an essential machine learning technique used in many domains,
such as the discovery of frequent trajectory patterns [33] and user behavior patterns
[47], the analysis of DNA sequence [19], and the study of customer purchase
behaviors [7]. The need for efficient and fast implementation of sequential pattern
mining algorithms for handling massive data poses some research challenges in these
domains. In particular, traditional sequential pattern mining algorithms, like GSP
algorithm [29], PrefixSpan algorithm [23, 24], and others [2, 4, 14, 44], face bottle-
necks in dealing with large-scale datasets. Therefore, many such algorithms are
parallelized based on some distributed frameworks better suited for handling massive
datasets. In recent years, Spark [42] has been a popular distributed computing
platform, which is a standard open source implementation for the MapReduce pro-
gramming framework [9].

Converting a serial sequential pattern mining algorithm into a parallel algorithm based on
Spark may sound non-challenging, but the following important factors must be considered in
order to achieve the high performance of parallel sequential pattern mining algorithms based
on Spark:

1) IO overhead. The multiple-database-scans feature of GSP necessitates multiple
MapReduce jobs. PrefixSpan’s recursive mining of projected databases also brings
with it the demand for multiple MapReduce jobs. The i-th MapReduce job needs
to read the output from the (i-1)-th MapReduce job as the input. Each
MapReduce job also needs to read sequence databases or projected databases. If
the output of each MapReduce job and databases are stored in the HDFS, it leads
to high IO overhead. Therefore, reducing the 10 overhead becomes a critical
aspect of algorithmic design.

2) Load balancing. In a Spark cluster, the master has to set the default configuration to
initialize each MapReduce job. Reducers cannot start until all mappers have finished the
assigned computing tasks. Imbalanced load forces reducers to wait for the slowest
mapper, thereby leading to pure waiting overhead. In reality, sequences in the sequence
database are often of different length and highly skewed. It is therefore important to study
how to split the database and distribute the computing load to different nodes in the cluster
so as to achieve good load-balancing performance.

1.2 Our work and contributions

Accordingly, we propose two efficient parallel sequential pattern mining algorithms
based on Spark, i.e., GSP-S (GSP algorithm based on Spark) and PrefixSpan-S
(PrefixSpan algorithm based on Spark). Compared with the existing parallel sequential
pattern mining algorithms, GSP-S and PrefixSpan-S have distinctive features, i.e., low
10 overhead and balanced load. From the 10 overhead perspective, for both GSP-S
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and PrefixSpan-S, multiple MapReduce jobs are implemented to complete the mining
task. To reduce IO overhead and take advantage of cluster memory, the first
MapReduce job loads the sequence database from the HDFS into the Spark RDDs,
and subsequent MapReduce jobs read the database from the RDDs and store inter-
mediate results back into the RDDs. Moreover, to tackle the problem of imbalanced
load among computing nodes, our theoretical analysis has shown that GSP-S and
PrefixSpan-S are sensitive to data distribution, because GSP-S needs multiple database
scans to identify the candidate sequence, and PrefixSpan-S needs to scan the previous
projected databases to construct new projected databases. To improve the algorithms’
performance, we propose two database partition strategies to well balance load among
the computing nodes in the cluster. Experiment results demonstrate that GSP-S and
PrefixSpan-S can reduce 10 overhead and balance load to achieve significant perfor-
mance in terms of load-balancing, speedup and scalability on Spark clusters.
The main contributions of our paper can be summarized as follows.

(1) We propose two efficient parallel sequential pattern mining algorithms based on Spark,
i.e., GSP-S and PrefixSpan-S, which have low 10 overhead by adopting in-memory
computation. The IO overhead of GSP-S and PrefixSpan-S are only O(|D|* I+
> (|Lk| % k)), where |D] is the number of sequences in the database D, [ is the average

k=1
length of the sequences, and |L;| is the number of all k-sequential patterns.

(2) We conduct a theoretical investigation on the factors that incur the imbalanced load of
GSP-S and PrefixSpan-S, and propose two database partition strategies to balance load
well among computing nodes in Spark cluster. Compared with using the Spark default
settings to split the original sequence database, our database partition strategies can
reduce the runtime of GSP-S at least by 18.97%, and reduce the runtime of
PrefixSpan-S at least by 21.85%.

(3) We provide a thorough analytical study of the time complexity, IO overhead and network
overhead of the proposed algorithms, and theoretically prove that the time complexity of
GSP-S and PrefixSpan-S is reduced by » times approximately compared with the serial
algorithms, where 7 is the number of database partitions.

1.3 Organization

The remainder of this paper is organized as follows. Section 2 examines earlier works related
to our problem. Section 3 describes some background knowledge. Section 4 proposes the
GSP-S algorithm and describes the implementation details. Section 5 proposes the PrefixSpan-
S algorithm and provides the implementation details. Section 6 demonstrates the experimental
results and shows the comparisons with the state-of-the-art approaches. Finally, we conclude
this paper in Section 7.

2 Related work

In this section, we first review the related work on serial sequential pattern mining algorithms,
and then focus on parallel algorithms under distributed computing platforms.
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2.1 Sequential pattern mining

Serial sequential pattern mining algorithms can be divided into three camps, namely, Apriori-
based algorithms [2, 29] and pattern growth algorithms [14, 23, 24] and vertical format-based
algorithms [4, 44].

The AprioriAll [2] algorithm sets the basic for a variety of Apriori-based algorithms. In the
following year, the GSP algorithm [29] was proposed, and it outperforms AprioriAll because
of the more intelligent candidate sequence generation method. However, the main bottleneck
of these algorithms is that they need to scan the sequence database repeatedly to discover all
sequential patterns, thus leading to high time cost.

To improve the performance of Apriori-based algorithms, Han et al. proposed two projected
database-based algorithms, called FreeSpan [14] and PrefixSpan [23, 24], as a way to avoid
scanning the sequence database repeatedly. These algorithms construct the projected database,
and then recursively mine them to discover sequential patterns. FreeSpan and PrefixSpan
utilize the construction of projected databases and do not require multiple database scans to
discover the sequential pattern. But if the minimum support is low, they need to generate large
number of projected databases, and the cost is nontrivial [23].

The vertical format-based algorithms transform the original database into vertical
format to quickly find all sequential patterns. The SPAM algorithm [4] first transforms
the entire sequence database into a vertical bitmap representation, and then uses a
depth-first traversal strategy to discover all sequential patterns. The SPADE algorithm
[44] discovers all sequential patterns in only three database scans by using lattice
search techniques based on a vertical database format. However, the vertical format-
based algorithms need completely fit the sequence database into the main memory and
require more memory space.

In addition, there are various kinds of extensions for sequential pattern mining, including
multi-dimensional sequential pattern mining [25, 39], maximal sequential pattern mining [10,
11, 21, 22] and closed sequential pattern mining [18, 31, 32, 38].

2.2 Parallel mining of sequential patterns

With the exponential growth of data and complexity of systems, the above-mentioned serial
algorithms face bottlenecks in dealing with massive datasets. To solve the problem, some
parallel algorithms have been proposed for handling massive datasets.

Shintani et al. [27] proposed three parallel algorithms (NPSPM, SPSPM and HPSPM) for
mining sequential patterns on a shared- nothing environment. Among three algorithms,
HPSPM attains best performance. Zaki [45] extended his serial sequential pattern mining
algorithm (SPADE) to the shared memory parallel architecture, creating pSPADE. Experimen-
tal results showed that pSPADE can achieve good speedup and excellent scaleup. Gurainik
et al. [12] presented two parallel sequential pattern mining algorithms based on the distributed
memory system. Cong et al. [8] proposed the Par-CSP algorithm on the distributed memory
system to mine closed sequential patterns. Zhang et al. [46] proposed the FMGSP algorithm to
mine global sequential patterns on the distributed system. Experimental results indicated that
the performance of FMGSP was predominant for large databases. Wu et al. [35] proposed
parallel GSP algorithm based on the grid computing platform. Kessl et al. [16] proposed a
parallel PrefixSpan algorithm using static load-balancing on the distributed system. However,
these algorithms are without fault tolerance, because they are mainly implemented on the
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shared memory system, the distributed memory system or the grid computing platform that
provide little support for fault tolerance.

The MapReduce programming framework [9] and its implementation in Hadoop [13] offer
us an ideal environment for the implementation of parallel algorithms, because of the fault-
tolerant mechanism and the ease of use. These Hadoop-based algorithms can be mainly
divided into two camps, namely, iterative algorithms and non-iterative algorithms. Huang
et al. [15] proposed the DPSP algorithm based on Hadoop for progressive sequential pattern
mining. Chen et al. [6] proposed the SPAMC algorithm based on Hadoop for sequential
pattern mining. Yu et al. [40] proposed the BIDE-MR algorithm based on Hadoop for closed
sequential pattern mining. Wei et al. [34] and Puspita et al. [26] proposed parallel PrefixSpan
algorithm based on Hadoop to mine large-scale datasets. These iterative algorithms adopt
multiple MapReduce jobs to implement parallel sequential pattern mining on Hadoop. Each
job needs to perform a read-write operation to the HDFS, which leads to high IO overhead and
time cost. In addition, these algorithms do not take load balance into consideration, which is
quite important for mining massive datasets.

Moreover, DGSP [41] and PTDS [30] are non-iterative parallel algorithms based on
Hadoop, derived from GSP algorithm and PrefixSpan algorithm respectively. They first
decompose the sequence database, and then apply serial GSP algorithm or PrefixSpan
algorithm on the set of subsequences to generate local sequential patterns, finally combine
the mining results together. However, these non-iterative algorithms cannot efficiently main-
tain load balance, because it is difficult to ensure that each computing node is assigned with the
same amount of computing load. In addition, these algorithms generate redundant local
sequential patterns in the set of subsequences, thus leading to extra time cost.

In this paper, we develop two parallel sequential pattern mining algorithms based on Spark.
i.e., GSP-S (GSP algorithm based on Spark) and PrefixSpan-S (PrefixSpan algorithm based on
Spark). The reasons we parallelize GSP and PrefixSpan are as follows. GSP and PrefixSpan
are the most representative and classical Apriori-based and pattern growth approaches,
respectively. Most of extended sequential pattern mining algorithms (e.g., multi-dimensional
sequential pattern mining algorithms, maximal sequential pattern mining algorithms and
closed sequential pattern mining algorithms) are Apriori-based or pattern growth approaches
instead of vertical format-based [1]. For example, Pinto et al. [25] proposed Seq-Dim and Dim-
Seq algorithms to mine multi-dimensional sequential patterns, which divide the mining
process into two steps. Seq-Dim algorithm first mines sequential patterns, and then for each
sequential pattern, forms projected multi-dimensional database and finds multi-dimensional
patterns within the projected databases, while Dim-Seq algorithm uses the reverse procedure.
Yu and Chen [39] introduced two algorithms, the first of which is developed by modifying the
traditional Apriori algorithm and the second by modifying the PrefixSpan algorithm. The
first algorithm has different methods for candidate generation and support counting
compared with the original Apriori algorithm. The second algorithm has different
approaches for sequential pattern growth and projected database construction compared
with the original PrefixSpan algorithm. For both algorithms, different dimensional scopes
of each element are considered as the key factor for algorithm design. AprioriAdjust [21]
is an Apriori-based algorithm for mining maximal sequential pattern, while MaxSP [10]
is a pattern growth based algorithm inspired by PrefixSpan. For developers which desire
to develop parallel extended sequential pattern mining algorithms, they can refer to the
parallel frameworks of GSP-S and PrefixSpan-S without paying too much efforts in re-
designing new parallel architectures.
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3 Preliminary

In this section, we first review the definition of sequential pattern mining. Then, we briefly
introduce the MapReduce programming framework and Spark platform.

3.1 Sequential pattern mining

Definition 1 Let /= {item;, items,...,item,} be a set of n different items, which comprise the
alphabet. An itemset is a subset of items and denoted by (item; items. . .item;), where item, is an item.
It is assumed that items in an itemset are sorted in lexicographic order and can occur at most once in
an itemset. A sequence s = <sy,5,,.. .5, > is an ordered list of itemsets, where s; is an itemset.

Definition 2 A sequence database D is a set of tuples (sid,s), where sid is a sequence-id, and s
is a sequence. A sequence database is shown in Table 1.

Definition 3 A sequence =< by,b,,...,b, > is called a subsequence of another sequence a=
< ay,y,..,a, > if there exist integers 1<) <j> < ... <j,<n such that b, C @;;,b, C ajp,....by € Gy,
We also call « contains /3.

Definition 4 The support count of a sequence s in D is defined as the number of sequences in
D containing s, denoted as supp(s).

Definition 5 Given a minimum support threshold minsup, a sequence s is called a (frequent)
sequential pattern in sequence database D if supp(s) >minsup. A sequential pattern containing
k items is called a k-sequential pattern. The set of k-sequential patterns is defined as L.

Definition 6 Given a sequence [3=<by,b,...,b,>, a sequence a=<daj,aa,...ay > (M <n) is
called a prefix of 3 if and only if b;=a; (i<m-1,a,Chy,), and either b,-a,,, =P or all the
frequent items in (by,-ay,) are larger than those in a,, according to the total ordering. The
sequence ¥ = <by-dm,bm + 1. -.,bn > 1s called the suffix 3 of relative to prefixa.

For example, <a>, <a ¢>and <a ¢ g> are prefixs of sequence <a ¢ g h>. <c g h>is the
suffix relative to prefix <a>, <g & > is the suffix relative to prefix <a ¢>, and < & > is the suffix
relative to prefix <a ¢ g>.

Definition 7 Let « be a sequential pattern in D. The a-projected database is the collection of
suffixes of sequences in D with regard to prefix o, denoted as S|,.

Given an input sequence database D and a minimum support threshold minsup, sequential
pattern mining is to find all sequential patterns whose support is not less than minsup.

Table 1 A sequence database

sid S

S <acgh>

S, <(cd) (efg>
S <h>

S4 <cg>

Ss <g a>

Ss <(a b)a c>

@ Springer



World Wide Web (2019) 22:295-324 301

Example Table 1 shows a database with 6 sequences. With minsup =2, Table 2 shows 6
sequential patterns as well as the corresponding projected databases.

3.2 MapReduce and spark

MapReduce [9] is a programming framework that abstracts computation problems through two
functions: map and reduce. A computing node in MapReduce is called a mapper or a reducer.
A mapper takes in the input key/value pairs and applies the map function to generate a set of
intermediate key/value pairs. A reducer aggregates all the values with the same key and applies
the reduce function to the values [20, 36].

Apache Hadoop [13] was established as the standard open source implementation for the
MapReduce programming framework. However, it has been quickly succeeded by Apache
Spark [42], which proposed an improved data abstraction called the RDDs [43] to support in-
memory computation. Spark runs on top of existing Hadoop cluster and accesses the HDFS.
RDDs provide an interface based on coarse-grained transformations (e.g., map, filter and join)
that apply the same operation to many data items. This allows them to efficiently provide fault
tolerance by logging the transformations used to build a dataset (its lineage). If a partition of an
RDD is lost, the RDD has enough information about how it was derived from other RDDs to
recompute just that partition. Thus, lost data can be recovered, often quite quickly, without
requiring costly replication.

4 Parallelization of GSP

In this section, we first review the standard GSP algorithm [29] and then propose our GSP-S
algorithm. We also propose a sequence database partition strategy to balance load among the
computing nodes in a Spark cluster. Finally, the time complexity analysis, IO overhead and
network overhead analysis of GSP-S are conducted.

4.1 GSP algorithm

The GSP algorithm makes multiple database scans to find all sequential patterns. The first scan
computes the support of each item to find L;. From L;, the candidate 2-sequences (C) are
generated, and another database scan computes their support count to find L,. This process is
repeated until no more sequential patterns are found or no candidate sequences are generated.
There are two main steps in the candidate generation:

Table 2 Sequential pattern

sequential pattern (prefix) support count projected database
<a> 3 <c g h> <a c>
<c> 4 <g>, <g>, <g >
<g> 4 <a>

<h> 2 null

<c g> 3 null

<a c> 2 <g h>
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Join Phase- C; are generated by joining L;_; with L, ;. A sequence s; joins with s, if the
subsequence obtained by dropping the first item of s; is the same as the subsequence obtained
by dropping the last item of s,. The candidate sequence generated by joining s; with s, is the
sequence s; extended with the last item in s,.

Prune Phase- Candidate sequences that have a (k-1)-subsequence whose support is less than
the minimum support are deleted.

The pseudocode of GSP is given below as Algorithm 1.

Algorithm 1 GSP algorithm

Input: sequence database (D), minsup

Output: all sequential pattern (L)

1:L; = {I-sequential pattern};

2:for (k=2; L;.;70; k++) do

3:  Cy=getCandidate(Ly.;);

4: for all sequence s in D do

5: increment the count of all candidates ¢ in C; that are contained in s;
6: end for

7. Li={cECy| c.sup_count> minsup};

8: end for

9: L= Uyl

The time complexity of GSP is O(|D| x [+ ¥, (|Lk| % |Li| + |Ck| + |D| x |Ck|)), where
ID| is the number of sequences in D, / is the averfigé length of the sequences, |L;] is the number
of sequential patterns in L, and |Cy| is the number of sequence in Cj.

Proof Line 1 requires O(|D| x /) time for scanning the database to find Z;. In further database
scan, line 3 requires O(|L;] % |L,| +|Cy]) time to generate candidate sequences and lines 4—6
require O(|D| x |Cy]) time to compute the count of the candidate sequences. Thus, the time
complexity of GSP is O(GSP) = O(|D| x [+ ¥ (|Li| x |Lx| + |Cx| + D] x |Ci]))-

k=2

The preceding analysis shows that GSP bears several disadvantages, such as generating a
huge number of candidate sequences and performing multiple database scans. The multiple-
database-scans feature of GSP necessitates multiple MapReduce jobs. However, the implement
of RDDs makes Spark especially suitable and useful for parallel processing of distributed data
with iterative algorithms [43]. In addition, GSP is level-wise in nature, and each stage in GSP
is loosely coupled [35]. Each stage in GSP accepts the outputs from its previous stage and
produces inputs for its next stage. Once launched with proper inputs, a stage goes individually
without interfering the previous one [35]. It is more convenient to parallel the GSP algorithm
based on Spark without considerable attention to re-design new parallel architecture. In the
following, we introduce our proposed GSP-S algorithm.

4.2 GSP-S

GSP-S consists of three important phases: database partition phase, preparation phase and
mining phase. Figure 1 shows the framework of GSP-S. In the database partition phase, GSP-S
splits a sequence database into » database partitions based on our proposed database partition
strategy. The details of the database partition phase will be discussed in Section 4.3. The
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Input database —

‘Partition 1 ‘ ‘Partition 2 * ‘Partition n‘

Database
Partition Phase

Mapper 1

Mapper 2 Mapper n

Reducer 1 Reducer 2 Reducer n Preparation Phase

1-sequential pattern

Mapper 1

Mapper 2 Mapper n

Reducer 1 Reducer 2 Reducer n

2-sequential pattern

‘ (k-1)-sequential pattern ‘

Mining Phase

Mapper 1 Mapper 2 Mapper n

Reducer 1 Reducer 2 Reducer n

k-sequential pattern —

Figure 1 Framework of GSP-S algorithm

preparation phase and mining phase perform the actual mining task to generate all sequential
patterns through iterative MapReduce jobs. The mappers of i-th job generate the candidate i-
sequences (C;) and compute the support count of the candidate sequences in each database
partition. The reducers of i-th job then obtain the final sequential pattern by aggregating their
local support count.

To reduce IO overhead and take advantage of cluster memory, the first MapReduce job
loads the sequence database from the HDFS into the Spark RDDs, and subsequent MapReduce
jobs read the sequence database from the RDDs and store sequential patterns generated in each
MapReduce job into the RDDs. Figure 2 shows the lineage graph for the RDDs in GSP-S. We
present the details of the preparation phase and the mining phase immediately below.

Preparation Phase In this phase, we use a MapReduce job to generate all 1-sequential
patterns (L;). Database partitions generated in the database partition phase are loaded into the
Spark RDDs from the HDFS, so as to reduce 10 overhead and take the advantage of the cluster
memory. As illustrated in the left-hand side of Figure 2, each mapper invokes the first
flatMap() function to read sequences in database partitions, where each sequence is stored in
the format of <LongWritable offset, Text sequence> key/value pair, and then invokes the other
flatMap() function to split the sequence into items. Next, each mapper applies map() function
to yield the <item, 1>key/value pairs. Note that identical items in a row of sequence are
counted as only one occurrence. These key/value pairs with the same key are merged in a
specific reducer. Finally, each reducer invokes the reducebyKey() function to aggregate the
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Preparation Phase Mining Phase

sequence database <Lk-1, count>

flatMap(_split( “\t\n” ))

sequences

flatMap(_split( “ 7)) |

flatMap(_.getCandidate())

items ‘ ‘ sequences ‘

map(item=>(item, 1)) l map(Ci=>(Ck,1))

<item,1> ‘ <Ch, 1>
reduceBykey(_+ ) i reduceBykey(_+ )
<item,count> ‘ <Lk,count>

Figure 2 Lineage graph for the RDDs in GSP-S

support count of the items, and output <item, sum > as 1-sequential patterns (L;) when the sum
is not less than minsup. The pseudocode of the preparation phase is detailed in Algorithm 2.

Algorithm 2 Preparation phase of GSP-S algorithm

Input: database partitions (D;), minsup

Output: /-sequential pattern (L)
: for all sequence s in D; do
SflatMap(offset,s);
for all item i in 5 do
output <item,1>;

1

2

3

4

S: end for
6: end for

7: reduceBykey(key=i, value=1);

8: sum=0;

9: for all item i do

10:  for all value v in item /’s value list do
11: sum+=v;

12:  end for

13: end for

14: if sum > minsup then

15: output<i,sum>;

16: end if

Example Figure 3 illustrates an execution example of the preparation phase. Three database
partitions generated in the database partition phase are assigned to three mappers. The first
mapper handles sequences <(c d) (e f'g)>and </ >and outputs <c,1>, <d,1>, <e,1>, <f,1>,
<g,1 >and < &,1 > key/value pairs. The other two mappers handle assigned database partitions
and output key/value pairs in the same manner. The reducer aggregates the support count and
outputs 1-sequential patterns <a,3>, <c,4>, <g4>and <h,2>.
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DataBase
Sequence 1> <d 1> <e,1> Output
<(cd)(e fg)> <f1> <g 1> <h,1> Sequence|
Pattern
<h> Reducer-1
= e
<(ab)ac>
s Mapper-2 ¢ 4
cg
<c¢ 1> <g 1> g 4
<481 1| apper-3) 12
<ga> <a,1> <c,1> <g,1>

<h1> <g 1> <a,1>

Figure 3 An execution example of the preparation phase

Mining Phase This phase discovers all sequential patterns through iterative MapReduce
jobs. The preparation phase generates 1-sequential patterns and stores them in the RDDs rather
than the HDFS to reduce 10 overhead. As illustrated in the right-hand side of Figure 2, at k-th
MapReduce job, each mapper reads L, ; from the RDDs to generate candidate k-sequences
(Cy) via the candidate sequence generation procedure. Then, a map() function is applied to read
each sequence s in the database partition from the RDDs, use the subsequence() function to
identify all candidates in Cj, and yield the <c,1 > key/value pairs for the candidate ¢ that is
contained in s. These key/value pairs with the same key are merged in a specific reducer.
Finally, each reducer invokes a reduceBykey() function to aggregate the support count
of the candidate sequences, and output the <c, sum >key/value pairs as k-sequential
patterns (L;) when the sum is not less than minsup. The pseudocode of the mining
phase is detailed in Algorithm 3.

Algorithm 3 Mining phase of GSP-S algorithm
Input: database partitions (D;),minsup, 1-sequential pattern (L)

Output: k-sequential pattern (L)
1: Read L;.; from the RDDs;

2: C= getCandidate (L.;);

3: for all sequence s in D; do

4 flatMap(offset,s);

5: for all candidate ¢ in Cy+;
6 if s.subsequence (c) then

7 output<c,1>;

8 end if

9 end for

10: end for

11: reduceBykey(key= c, value=1);

12: sum=0;

13: for all candidate ¢ do

14:  for all value v in candidate ¢’s value list do
15: sum-+=v;

16:  end for

17: end for

18: if sum > minsup then

19: output<c,sum>;

20: endif

@ Springer



306 World Wide Web (2019) 22:295-324

Example Figure 4 illustrates an execution example of the first MapReduce job of the
mining phase. Each mapper reads L; from the RDDs to generate C,. The first mapper
reads sequence <(c¢ d) (e f g)>from the RDDs, finds the sequence containing the
candidate 2-sequence <c g>, and outputs <c g, 1>key/value pair. Then, the mapper
reads sequence </ > from the RDDs, finds the sequence not containing any candidate
2-sequence and outputs nothing. The other two mappers read the assigned database
partitions from the RDDs and output key/value pairs in the same manner. The reducer
aggregates the support count of the candidate 2-sequences and outputs 2-sequential
patterns <c¢ g, 3>and<a ¢, 2>.

4.3 Load balance

In order to balance load among the computing nodes of a Spark cluster, we first need to
quantitatively measure the total computing load of each computing node. The computing cost
of GSP-S mostly occurs in scanning the database partition to identity the candidate sequences,
so the imbalance load problem of each computing node is mainly induced by the subse-
quence() function which has a significant impact on GSP-S. Therefore, we pay particular
attention to the subsequence() function in the mining phase.

The subsequence() function of the mining phase identifies whether a candidate
sequence c¢ is contained in s or not. Therefore, the time complexity of subsequence()
function is O(/ X m), where m is the length of ¢ and / is the length of 5. We consider
a sequence database split into n partitions across n computing nodes. As the i-th
computing node needs to scan the assigned i-th database partition D; to identify all
candidate sequences in Cj, the computing load of the i-th computing node is O(|Dj|
x|Cy] x I x m). Since the values of |C;] and m are fixed, the computing load of each
computing node is proportional to the total length of sequences in D;. However, in
real life, sequences in a sequence database are often of different length and highly
skewed. Therefore, care should be taken during the process of data partitioning.

L,
a
c
g
DataBase h
Sequence J/
<(cd)(efg)> Mapper-1)—<c 81> Output
<h> Sequential Count
<(ab)ac> <ac,1> Pattern
<o Mapper-2 cg 3
<cg,l>
<ga> Mapper-3 |- <ac l><ag 1>

<ah,l><cg, 1>
<ch,1><gh,1>
<ga,]>

Figure 4 An execution example of the mining phase
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In the database partition phase, GSP-S splits a sequence database into many database
partitions. To balance load, one strategy is to split the sequence database into n equal-sized
database partitions so that the total length of sequences in each database partition is almost the
same. It is worth noting that the number of database partitions is preferably equal to the
number of the computing nodes in a cluster in order to make the best of the cluster resources. If
the database partitions are large and not fitted into the memory of a computing node, we split
the sequence database so that the number of database partitions is several times than the
number of the computing nodes until the database partitions can be fitted into the memory of a
computing node.

The details of database partition are as follows. Firstly, all sequences in a sequence
database are sorted by length in descending order using the quick sorting algorithm.
Then, the front most n sequences form the initial » database partitions, one sequence
per database partition. The total sequence length of each database partition is initial-
ized with the length of the sequence it contains. Next, we build a min heap using the
initial database partitions based on their respective lengths of the assigned sequences.
Let ¥ ={D,D,,Ds,....D,} be the list of database partitions after building the min
heap. So, D, is assigned by the shortest sequence. We then add that non-assigned
sequence into D, which has the maximum length among all non-assigned sequences.
Next, we rearrange the min heap. Therefore, the database partition with the next
minimum total length of sequences will be the root of the min heap. We pick up the
database partition and assign a non-assigned sequence which has the maximum length
among all the remaining sequences. The same procedure is continued until all the
sequences in D are assigned to database partitions. Algorithm 4 presents the pseudo
code of the database partition phase.

Algorithm 4 Database partition phase of GSP-S algorithm

Input: sequence database (D), the number of database partitions (#)
Output: database partitions (D)

1: DescendSort(D);

2: Assign the front most n sequences to form initial » database partitions;

3: Build a min heap using the initial database partitions depending on their
respective length of the assigned sequence;
4: for all non-assigned sequence s in D do

S: Pick up the root node of the min heap say Dj;

6: Assign s to D; such that s has the maximum length;
7: Rearrange the min heap;
8: end for

Example Suppose GSP-S makes three partitions for the database in Table 1, such that the first
database partition contains S and S3, the second database partition contains S, and Sg, and the
third database partition contains S; and S5 through our proposed database partition strategy, the
input sequence database partitions are shown in Figure 5.

The time complexity of the database partition phase is O(|D|log |D|+| D|logn), where n is
the number of database partitions.

Proof Line 1 of Algorithm 4 requires O(|D| log |D|) time for sorting the sequences in

D by length in descending order using the quick sorting algorithm. Lines 2-3 require
O(n log n) time to build a min heap using n sequences. Lines 4-8 iterate |D|-n times
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Figure 5 Input sequence database Partition 1
partitions after database partition

<(cd)(efg)>

Partition 2
<(ab)ac>

Partition 3
<acgh>
< ga >

to assign the non-assigned sequences to database partitions. The time complexity of
each iteration is O(log n). Therefore, the total time complexity of the database
partition phase is O(|D| log |D|+|D| log n).

Note that in the database partition phase, each sequence in D can be represented by its
sequence-id and length, instead of copying the whole sequence when using the quick sorting
algorithm and rearranging the min heap. Therefore, the time cost of the database
partition phase is small. But the cost of the other two phases in GSP-S tends to
occupy a larger proportion of the total algorithm execution time. Therefore, we ignore
the time cost of the database partition phase when calculating the overall time
complexity of GSP-S.

4.4 Analysis

The time complexity of GSP-S is O(|Dy| x I+ I|+ ¥ (|Lk| % |Lk|+|Ck| + |Di]
k=2

X|Ck| + |C|)), where |Dj is the number of sequences in the database partition D;, and |]] is
the total number of items in the original database D.

Proof GSP-S adopts iterative MapReduce jobs. The time complexity of the first MapReduce

job to find L; is O(|D;| x 1+ |1]). In subsequent MapReduce jobs, the time complexity of

generating the candidate sequence is O(|Ly| x |L| +|Cy]), the time complexity of scanning the

database partition to compute the support count of the candidate sequences is O(|D;| x |Cy),

and the time complexity of aggregating the support count of C; is O(|C;|). Thus, the time

complexity of GSP-S is O(GSP-S) = O(|D;| x I +|I|+ ¥ (|Lk| X |Le|+|Ck| +|Di] x |Ck|
k=2

+|Ckl)). The time complexity analysis shows that the time complexity of GSP-S is reduced by
n time approximately compared with that of GSP, where # is the number of database partitions.
The 10 overhead of GSP-S is O(|D| x I + Y, (|Lx] X k)).
k>1
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Proof In GSP-S, the first MapReduce job loads the database partitions generated in the

database partition phase into the Spark RDDs from the HDFS, the 10 overhead is O(D)).

Subsequent MapReduce jobs read the database from the RDDs and store the obtained

sequential patterns into the RDDs, and we persist the RDDs in memory, so it incurs almost

no IO overhead (https://spark.apache.org/docs/2.2.0/rdd-programming-guide.html). Finally,

GSP-S writes all sequential patterns into the disk, and the 10 overhead is O( Y, (|Li| % k)).
k=1

As a result, the total IO overhead of GSP-S is O(|D| x [ + Y. (|Lk| x k)).
k=1

The 10 overhead is much lower than the iterative MapReduce jobs-based algo-
rithms (i.e., DPSP [15], BIDE-MR [40], and MR-PrefixSpan [26]), since these itera-
tive algorithms adopt multiple MapReduce jobs to implement parallel sequential
pattern mining on Hadoop and each job needs to perform a read-write operation to
the HDFS. However, reading the database from the RDDs and storing the obtained
sequential patterns into the RDDs in GSP-S also lead to time and resource
consumptions.

The network overhead of GSP-S is O(|D| +n x [I| +n x Y (|Li]| + |Ck]))-

k=1

Proof In the first MapReduce job, Master assigns n database partitions to n mappers,
the network overhead is O(|D|). Then, each mapper scans the database partition stored
in this mapper to find L;, it occurs no network overhead. Finally, mappers yield the
<item,l >key/value pairs, and the pairs with the same key are merged in a specific
reducer, the network overhead is O(n % |I]). In the k-th MapReduce job (k> 1), Master
first distributes Ly.; to n mappers, the network overhead is O(n x|L;4]). Then, each
mapper scans the database partition stored in this mapper to calculate the support
count of Cy, it occurs no network overhead. Finally, mappers yield the <c,1>key/
value pairs for the candidate ¢ in Cj, and the pairs with the same key are merged in a
specific reducer, the network overhead is O(n x |Cy|). As a result, the total network
overhead of GSP-S is O(|D| +n x |I| +n x Y (|Lk| + |Ck]))-
k>1

It is worth noting that we use the default Spark configurations and do not pay much attention to
the network overhead problem, since Spark has a high-performance networking framework [3].

5 Parallelization of prefixspan

In this section, we first review the standard PrefixSpan algorithm [23, 24] and then propose our
PrefixSpan-S algorithm. We also propose a projected database partition strategy to balance
load among the computing nodes in a Spark cluster. Finally, the time complexity analysis, IO
overhead and network overhead analysis of PrefixSpan-S are given.

5.1 Prefixspan algorithm
PrefixSpan is a pattern growth-based algorithm for mining sequential pattern. This algorithm

constructs the projected database and then recursively mines them to discover all sequential
patterns. The pseudocode for PrefixSpan is given as Algorithm 5.
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Algorithm 5 PrefixSpan algorithm

Input: sequence database (D), minsup

Output: all sequential pattern( Ly)

1: Call PrefixSpan(<>,0,S)

2: procedure PrefixSpan(a,/,S|,)

3: The parameters are (1) a is a sequential pattern (2) / is the length of a (3)
S| is a-projected database if 0£<>, otherwise it is the sequence database D
4: Scan S|, once, find each frequent item b, such that:

5: (a) b can be assembled to the last element of « to form a sequential
pattern

6:  (b) <b> can be appended to « to form a sequential pattern

7: for each frequent item b, append it to « to form a sequential pattern o
8: for each o', construct a’'-projected database S|, and call
PrefixSpan(o’,/+1, S|»)

The time complexity of PrefixSpan is O(|D| x [+ m % |S],| x [+ m % |S],| x [ x P), where |D| is
the number of sequences in D, [ is the average length of the sequences, m is the number of
building projected databases, |S|,| is the number of sequences in S|, and P is the average
projecting time of an item.

Proof The time complexity of scanning the original sequence database to find L; is O(|D] x I).
The time complexity of scanning the projected database to find length-1 sequential pattern is
O(|S) ] x I). The time complexity of constructing the corresponding projected database ), for
each «a is O(|S|,]| * [ x P). As a result, the total time complexity of PrefixSpan is O(|D| x [ +
m % [S|o| X1+ m % [S],| xI % P).

The above analysis shows that the major time cost of PrefixSpan is the construction of
projected databases. If the projected databases cannot entirely fit into the memory at the same
time, PrefixSpan needs to write the projected databases into disk and read them from disk to
perform physical projection. Since the projected databases are independent, we can assign
them to different computing nodes for parallel mining of sequential patterns, which is the basis
of our proposed PrefixSpan-S algorithm to be described next.

5.2 Prefixspan-S

Prefixspan-S has three important phases: database partition phase, support counting phase and
projected database generation phase. The three phases are executed iteratively until no new
sequential pattern is found. Figure 6 shows the framework of PrefixSpan-S. In the database
partition phase, PrefixSpan-S splits the projected database into # database partitions based on our
proposed database partition strategy to balance load. The details of this phase will be discussed in
Section 5.3. The support counting phase generates the final sequential patterns through a
MapReduce job. The projected database generation phase uses a MapReduce job to generate
the projected database for each sequential pattern obtained in the support counting phase.

To reduce IO overhead and take advantage of cluster memory, the first MapReduce job
loads the sequence database from the HDFS into the Spark RDDs, and subsequent MapReduce
jobs read the projected databases from the RDDs and store the projected databases and
sequential patterns generated in the support counting phase into the RDDs. Figure 7 shows
the lineage graph for the RDDs in PrefixSpan-S. We present the details of the support counting
phase and projected database generation phase below.
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Figure 6 Framework of PrefixSpan-S algorithm

Support Counting Phase In this phase, we use a MapReduce job to find length-1 sequential
patterns in S|, and append them to « to form new sequential patterns «". At the first execution
of the support counting phase, 5], is the original sequence database D. The MapReduce job is
the same as the MapReduce job of the preparation phase in GSP-S. In further execution of the
phase, each mapper invokes the first flatMap() function to read each sequence in the projected
database partition Sj|, generated in the database partition phase, and then invokes the other
flatMap() function to split the suffix into items. Next, each mapper appends these items to a
and yields the <a+ item, 1 >key/value pairs. These key/value pairs with the same key are
merged in a specific reducer. Finally, each reducer invokes the reducebyKey() function to

Support counting Phase

Projected database generation Phase

o-projected database

flatMap(__split( “\r\n” ))

suffixes

SlatMap(_split( <))

map(item=>( +item,1))

reduceBykey(_+ )

<otitem,sum>

Prefix o’

a-projected database

flatMap(_split( “\r\n” ))

suffixes

map(a'=>(a’, suffix’)

<a’, suffix”™>

reduceBykey( )

Figure 7 Lineage graph for the RDDs in PrefixSpan-S
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Figure 8 An execution example of the support counting phase

c gh

aggregate the support count of the items with prefix o and outputs <o+ item, sum > when the
sum 1is not less than minsup. The pseudocode of the support counting phase is detailed in
Algorithm 6.

Example Figure 8 illustrates an execution example of the support counting phase. Six
suffixes generated in the above projected database generation phase are assigned to three
mappers. The first mapper handles suffix <c g & > prefixed with <a>, appends the items in the
suffix to <a>, and outputs <a ¢, 1>, <a g, | >and < a h, 1>. Then the mapper handles suffix
<g > prefixed with <¢>, appends <g >to <c>, and outputs <c g, 1>. The other two mappers
handle assigned suffixes and output key/value pairs in the same manner. The reducer aggre-
gates the support count and outputs 2-sequential patterns <a ¢, 2>and<c g, 3>.

Algorithm 6 Support counting phase of Prefixspan-S algorithm
Input: database partitions ( Si|,), minsup,

Output: sequential patterns (a')
1: for all suffix in S|, do
2 flatMap(oftset, suffix );
3 for all item b in suffix do
4 output <a+b,1>;

S: end for

6: end for

7: reduceBykey(key=a+ b, value=1);
8: sum=0;

Ne)

: for all key o+ b do

10:  for all value v in a+b’s value list do
11: sum+=v;

12:  end for

13: end for

14: if sum > minsup then

15:  output<o+ b,sum>;

16: end if

Projected Database Generation Phase This phase constructs the corresponding
projected database for the sequential patterns generated in the above MapReduce
job. Note that sequences in the projected database of a prefix (e.g., prefix <a ¢>) is
only the member of sequences in the projected database of the earlier prefix (i.e.,
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prefix <a>). Therefore, the construction of o' -projected database does not refer to the
original sequence database but is based on a-projected database («' is a sequential
pattern with prefix «). In this way, the size of the database sequences that must be
parsed can be decreased drastically, because it refers only to the projected database of
the earlier prefix [26]. As illustrated in the right-hand side of Figure 7, each mapper
first invokes the flatMap() function to read suffix sequences in previous projected
database partitions S|, from the RDDs. Then a map() function is applied to compute
the suffix for the prefix o' generated by the above MapReduce job, and yield the
<a'.suffix’ > key/value pair. The process of generating suffix for prefix o' just reads
suffix sequences in S,|, from the RDDs, and computes the suffix only for the
sequential pattern o’ with prefix «. The subsequence prefixed with the last item of
sequential pattern o' is the suffix of o’ These key/value pairs with the same key are
merged in a specific reducer. Finally, each reducer invokes the reduceBykey() function
only to collect all suffix sequences and assemble them as the projected database. The
pseudocode of the first MapReduce job is detailed in Algorithm 7.

Algorithm 7 Projected database generation phase of Prefixspan-S algorithm
Input: database partitions ( Si,), sequential patterns (')

Output: projected database( S|,)
1: for all suffix s in S|, do

2:  flatMap(offset,s);

3 for all sequential pattern o’

4 if the last item of ¢’ in s then

S: String suffix=getsuffix(o’, s);
6 output<a’,suffix >;

7 end if

8:  end for

9: end for

10: reduceBykey(key= o', value= suffix");
11: for all value suffix’ in value list do
12:  output<d’, suffix’>;

13: end for

Example Figure 9 illustrates an execution example of the projected database generation
phase. Six suffixes generated in the above projected database generation phase are assigned

Projected databases |cg

Prefix | Suffix )
I' -------- 1
‘ ceh : <ac.gh> Output
c
g E Reducer—])\ Prefix Suffix
a ac }E - <
c gh !
E Reducer-2 I’ cg h
¢ g i
g a st '

Figure 9 An execution example of projected database generation phase
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to three mappers. The first mapper reads suffix <c g & > with prefix <a > from the RDDs, and
computes the suffix only for those sequential patterns with prefix <a>. So the mapper only
needs to compute the suffix for <a ¢>. The subsequence <g / > prefixed with the last item ¢ of
sequential pattern <a c¢>1is the suffix of sequential pattern <a ¢>. Thus, the first mapper
outputs <a ¢, g h > key/value pairs when reading the suffix sequence<c g 4 > with prefix <a >

from the RDDs. Then the first mapper reads suffix <g > prefixed with <c¢ > from the RDDs and
computes the suffix only for the sequential pattern with prefix <c>. So, the mapper only needs
to compute the suffix for <c¢ g>and find that the subsequence prefixed with the first
occurrence of the last item g of prefix <c¢ g>1is null, and output nothing. The other two
mappers handle assigned suffixes and output key/value pairs in the same manner. The reducers
only collect all key/value pairs and output <a ¢, g h>and < c¢ g, h > key/value pairs.

5.3 Load balance

In order to balance load among the computing nodes of a Spark cluster, we first need to
quantitatively measure the total computing load of each computing node. The computing cost
of PrefixSpan-S mostly occurs in the projected database generation phase. So we pay particular
attention to the getsuffix() function in the projected database generation phase. The function
reads suffix sequences in the assigned projected database partition of prefix a, and computes
the suffix only for the sequential pattern o' prefixed with «. That is to say, the computing load
of getsuffix() function is proportional to the number of sequential patterns prefixed with «
when reading the suffix sequence in a-projected database to compute the suffix for o'.

To balance load, for each sequential pattern « in Ly, we split the a-projected database into 7
partitions so that each database partition contains almost the same number of suffix sequences
prefixed with .. That is, we want to disperse the suffix sequences prefixed with « to different
mappers. While making these partitions, PrefixSpan-S filters the infrequent items. Note that if
it is the first time to split the database, the database is the original sequence database;
otherwise, it is the projected database. When it is the first time to split the database, the
partition strategy is the same as the strategy described in the Section 4.3.

The time complexity of the database partition phase is O(|D| log |D|+|D| log n+
k*|S|.]), where n is the number of database partitions, and & is the largest length of
the sequential pattern.

Proof When it is the first time to split database, the partition strategy is the same as the
strategy in the section 4.3, and the time complexity is O(|D|log |D|+| D|log n). In the further
partition phase, the time complexity is O(|S|,|). Thus, the total time complexity of database
partition phase is O(|D| log |D|+| D|logn + k < |S].| ).

The cost of the database partition phase is small and the cost of the other two phases in
Prefixspan-S tends to occupy a larger proportion of the total algorithm execution time.
Therefore, we ignore the time cost of the database partition phase when calculating the overall
time complexity of PrefixSpan-S.

It is worth noting that Kessl [16] proposed a static load-balancing strategy for the parallel
PrefixSpan algorithm on the distributed memory system. The differences between the strategy
proposed by Kessl and ours are as follows. Our strategy is a dynamic load-balancing method,
which splits the a-projected database into n partitions in each MapReduce job. The strategy
first creates a sample of frequent sequences, and then use this sample for estimating the relative
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processing time of the algorithm, finally partitioned the sequence database. Compared with our
strategy, the static load-balancing strategy cannot modify the load of each mappers at run time.

Example As shown in Figure 10, suppose Prefixspan-S makes three partitions for the
projected databases of 1-sequential patterns <a>, <c¢ >and < g >in Table 1, such that the first
partition contains suffix <c g s> prefixed with <a >and suffix <g> prefixed with <c>, the
second partition contains suffix <a ¢ > prefixed with <a >and < g & > prefixed with <c>, and
the third partition contains suffix sequence <g > prefixed with <c¢>and suffix <a > prefixed
with <g > through our proposed database partition strategy.

5.4 Analysis

The time complexity of PrefixSpan-S is O(D;| x I + || + m x |Si|o| XI + mx| I| +m X |S}|,| X[ x P),
where |Sj,| is the number of sequences in Sj .

Proof The time complexity of the first MapReduce job to find Z; is O(|Dj| x [+ |1]). The time
complexity of finding length-1 sequential pattern is O(|Sj|,| % /+ |1]). Since the reducers of
projected database generation phase only collect all the sequences and assemble them as the
projected database, the time complexity can be ignored. The time complexity of constructing
the corresponding project database S|, for each « is O(|Sj .| x [ x P). Thus, the total time
complexity of the PrefixSpan-S algorithm is O(|D,| X I+ |I| + m X |Sj| | %I + mx| | +m X |S{||
x[x P). The time complexity analysis shows that the time complexity of PrefixSpan-S is
reduced by » time approximately compared with that of PrefixSpan, where # is the number of
projected database partitions.
The 10 overhead of PrefixSpan-S is O(D| x I+ Y. (|Li| X k)).
k=1

Proof In PrefixSpan-S, the first MapReduce job loads the database partitions generated in the
database partition phase into the Spark RDDs from the HDFS, and the IO overhead is O(|D)).

Figure 10 Projected database Partition 1
after partition phase
<a>-<cg h>
<c>-< g>
Partition 2~~~ ]
<a>-<aqc>
<c>-<g h>
Partition 3~~~ ]
<c>-< g>
< g> -<q>
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Since subsequent MapReduce jobs read the projected database from the RDDs and store the

obtained sequential patterns and projected databases into the RDDs, it incurs almost no 10

overhead. Finally, PrefixSpan-S writes all sequential patterns into disk, and the IO overhead is

O(Y. (|L| x k). As a result, the total 10 overhead of PrefixSpan-S is O(|D| x [ + Y,
k=1

k=1
(ILk| % K)).
The network overhead of PrefixSpan-S is O(|D| +n X |[I| +2 x n xm x |Sj|,| +2 x n
X Y |Lg])-
k=1

Proof In the first MapReduce job, Master assigns n database partitions to n mappers, the
network overhead is O(|D]). Then, each mapper scans the database partition stored in this
mapper to find L;, it occurs no network overhead. Finally, mappers yield the <item,1 >key/
value pair, and the pairs with the same key are merged in a specific reducer, the network
overhead is O(n x |1]). In the second MapReduce job, Master first distributes L; to » mappers,
the network overhead is O(n % |L,|). Then, each mapper scans the database partition stored in
this mapper to compute the suffix for the prefix sequence o in L, it occurs no network
overhead. Finally, mappers yield the <a,suffix > key/value pair, and the pairs with the same
key are merged in a specific reducer, the network overhead is O(|Sj,|). In the (2 k-1)-th
MapReduce job (k> 1), Master assigns n projected database partitions to n mappers, the
network overhead is O(]Si|.|). Then, each mapper scans the projected database partition stored
in this mapper to find length-1 sequential pattern, it occurs no network overhead. Finally,
mappers yield the <a + item, 1 >key/value pairs, and the pairs with the same key are merged
in a specific reducer, the network overhead is O(n x | Ly]). In the 2 k-th MapReduce job (k> 1),
Master first distributes Ly to n mappers, the network overhead is O(n x |Ly|). Then, each
mapper scans the projected database partition stored in this mapper to compute the suffix for
the prefix o’ in Ly, it occurs no network overhead. Finally, mappers yield the <o’ suffix’ > key/
value pair, and the pairs with the same key are merged in a specific reducer, the network
overhead is O(|Sj| ). Therefore, the network overhead of PrefixSpan-S is O(|D| + n x |I| + 2

xn x m x |Si|,|+2xnx Y |L]).
k=1

6 Expriment analysis

We evaluate the performance of GSP-S and PrefixSpan-S on a 10-node cluster. Each node
possesses a single-core processor with 4 GB memory, and runs on the Ubuntu 14.04, on which
Hadoop 2.7 and Spark 2.2 are installed. We set the number of Map and Reduce tasks
by the default Hadoop parameter configurations and default Spark parameter config-
urations. Note that, if not specified, the number of data nodes is set as 4. This setting
is followed by the similar work [37], which proposed a parallel frequent itemsets
mining algorithm using MapReduce. The synthetic datasets as well as real-life datasets
are used in our experiments.

(1)  Synthetic Datasets: We employed two synthetic datasets (i.e., C20D10k and C20D150k)
generated by the IBM Generator, which can be obtained from the SPMF repository [28].
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(2) Real life Datasets: Since the real-life datasets from the SPMF repository are not very
large, we apply GSP-S and Prefixspan-S to implement a data mining application for two
very large taxi trajectory datasets. Since the trajectory data is the raw GPS data, we
transform GPS position coordinates into trajectories expressed on a road segment level
by calling the Baidu API Geocoding [5]. Two taxi trajectory data sets used in our
experiments were generated by over 33,000 taxis in Beijing on November 1, 2012 and
November 2, 2012. The datasets in these 2 days are hereinafter referred to as dbl and
db2, respectively.

The characteristics of the four datasets are shown in Table 3.
6.1 Minimum support

We analyze the runtime of the proposed GSP-S and PrefixSpan-S for different mini-
mum support thresholds. We compare their runtime to DGSP [40] and MR-PrefixSpan
[26] in Hadoop using the four datasets mentioned above. In addition, we adapt DGSP
and MR-PrefixSpan in Spark and call them DGSP-S and MR-PrefixSpan-S, respec-
tively. Figure 1la—d shows the results. As shown in Figure 11, a low minimum
support degrades the mining performance of all algorithms. This is because the lower
the minimum support is, the more sequential patterns the algorithms generate. It takes
an increased amount of time to generate more sequential patterns. We observe that the
proposed GSP-S and PrefixSpan-S perform significantly better than the compared
algorithms. The reason for this is twofold. First, MR-PrefixSpan needs to read data
from the HDFS in every MapReduce job, thus causing huge IO overhead. In contrast,
GSP-S and PrefixSpan-S load the input dataset from the HDFS into the RDDs and
then just read the data and intermediate results from the RDDs later, thus reducing 10
overhead. Second, the efficient database partition strategies balance load well among
computing nodes in the cluster, which also enables GSP-S and PrefixSpan-S to
outperform other algorithms.

We also observe that PrefixSpan-S outperforms GSP-S when the minimum support is high.
But when it comes to the low minimum support, GSP-S is superior to PrefixSpan-S. The
performance trends are reasonable. The following reasons might cause the trends.

As stated above, the time complexity of PrefixSpan-S is O(|Dy| x [+ || + m x |Si|| XI + mX|
1| +m % |S}|o| xI < P), and the network overhead of PrefixSpan-S is O(|D| +n x |I|+2 x n
xm %X |Si|,| +2 xnx Y |L|). A great number of sequential patterns are generated, when

k=1

the minimum support is low. PrefixSpan-S needs to construct the projected database for every

sequential pattern, the cost is non-trivial [24]. The number of sequences in a-projected

database partition is also large, the cost to find length-1 sequential patterns is also high. In

addition, the network overhead (O(|D|4+n x [I|+2 xnxm X |Si|,|+2xnx Y |[L|)
k=1

Table 3 Data parameters

Name Number of sequences Average length of sequences Number of distinct items =~ Size of the dataset
C20D10K 10,000 20.0 192 0.81 MB
C20D150K 150,000 20.0 192 12.2 MB
dbl 139,984 189.35 8799 1026 MB
db2 176,129 189.44 9277 1310 MB
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Figure 11 Runtime of algorithms with different minimum support on (a) dbl (b) db2 (¢) C20D10k (d)
C20D150k

increases dramatically and largely degrades the performance of PrefixSpan-S, when the value
of minimum support decreases.

As stated above, the time complexity of GSP-S is O(|D;| x I+ [I| + ¥ (|Li| X |Lg|+|Ck]
k=2

+|D;| x|Ck| + |Ckl)), which shows that scanning the database partition D; occupies a large

proportion of the algorithm execution time. In addition, the low minimum support leads it to

generate more candidate sequences. However, the network cost (O(|D|+n x ||+

nx Y (JLg| +|Ck]))) of GSP-S does not increase much dramatically than that of
k=1

PrefixSpan-S. As a result, GSP-S outperforms PrefixSpan-S for low minimum support.

When the value of minimum support increases, for PrefixSpan-S, the number of sequential
patterns decreases and so do the cost of constructing projected databases and network cost. But
for GSP-S, the time spent in scanning the database is so dominant that the overall runtime of
GSP-S does not decrease much despite the increase of minimum support.

6.2 Load balance

In this experiment, we test whether GSP-S and PrefixSpan-S can balance load to achieve optimal
performance. We conduct this experiment using the taxi trajectory datasets mentioned above,
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because sequences in taxi trajectory datasets are of different length and highly skewed. Recall that
our analysis shows the mining phase of GSP-S and the projected database generation phase of
PrefixSpan-S are more sensitive to data distributions than the other phases of the algorithms.
Therefore, we focus on the load-balancing performance of the mining phase of GSP-S and the
projected database generation phase of PrefixSpan-S. We analyze the runtime of mappers in the
second MapReduce job to test whether GSP-S and PrefixSpan-S are able to balance load. As
discussed in Section 2, the existing parallel sequential pattern mining algorithms based on
Hadoop are inefficient because they do not take load balance into consideration. We also compare
the load-balancing performance of GSP-S and PrefixSpan-S with DGSP and MR-PrefixSpan.
Since the time cost of the second MapReduce job in DGSP and MR-PrefixSpan tends to occupy a
larger proportion of the total algorithm execution time, we analyze the runtime of mappers in the
second MapReduce job of DGSP and MR-PrefixSpan.

We introduce the coefficient of variation (CV) to measure the load-balancing performance,
because it eliminates the effect of measurement scale and measurement unit. CV = o/u, where
o is the standard deviation of the runtimes of mappers in a MapReduce job, and u is the mean
runtime of mappers in a MapReduce job. Figure 12 presents the CV value on dbl and db2.

As shown in Figure 12, GSP-S and PrefixSpan-S have lower CV than other algorithms. We
also observe that load-balancing performance becomes more obvious when the value of
minimum support decreases. In other words, GSP-S and PrefixSpan-S have a growing
advantage in load-balancing performance when the load of each mapper increases.

We also conduct a more extensive experiment. We split the original sequence database using
the Spark default settings and our database partition strategy, respectively. Figures 13 and 14
show the impact of our database partition strategy. The experiment results indicate that our
database partition strategy brings significant improvements in performance, because our load-
balancing strategies significantly shorten the execution time of GSP-S and PrefixSpan-S. To be
specific, our database partition strategies reduce the runtime of GSP-S at least by 18.97%
(=(6.9-5.8)/5.8), and reduce the runtime of PrefixSpan-S at least by 21.85% (=(7.92—-6.5)/6.5).

6.3 Speedup

In this experiment, we study the speedup performance of GSP-S and PrefixSpan-S. Speedup
means the ratio of the runtime on a single computing node to the runtime for an identical data

o 0.1
- % GSP-S — % GSP-S
0:09 ~&— Prefixspan-S 0:08 ~&— Prefixspan-S
0.08 DGsP 0.08 DGSP
— == MR-PrefixSpan ~ 4= MR-PrefixSpan
0.07 0.07

004 05 06 07 08 09 10 14 12 004 05 0.6 07 08 09 10 11 12
Minimum support(%) Minimum support(%)
(a) b1 (b) b2

Figure 12 Coefficient of variation of runtimes with different minimum support on (a) dbl (b) db2

@ Springer



320 World Wide Web (2019) 22:295-324

10 s 10
o I O strategy 9 - I Our strategy
:De!aull setting \:Dela\m setting
8 8
n 0 M
g’ g’
~ 6 ~ 6
< =)
T ° T S
£. £.
c c
3, 3 3
x ¥
2 2
1 1
0 0
02 04 06 08 1 12 14 02 04 06 08 1 12 14
Minimum support(%) Minimum support(%)
(a) dor (b) a2

Figure 13 Runtime of GSP-S with the default settings and our database partition strategy on (a) dbl (b) db2

set on the cluster. The speedup = T/T,, where T} is the runtime of the serial algorithm on a
single computing node and 7}, is the runtime of the parallel algorithm on p data nodes for the
same dataset. We study the speedup performance by taking the ratio of baseline (GSP or
PrefixSpan) runtime on a single computing node to the runtime of GSP-S and PrefixSpan-S on
a Spark cluster for the same dataset. We study the speedup performance of GSP-S and
PrefixSpan-S by increasing the number of data nodes from 1 to 9 in the Spark cluster. We
conduct the experiment on dbl and db2, because these two datasets contain more sequence
than C20D10k and C20D150k. Here, we set the minimum support as 1% (little difference of
the scalability performance was observed with other minimum supports).

In Figure 15, we plot the speedup gained by the algorithms on dbl and db2. Recall from
Sections 4.4 and 4.5 the time complexity analysis shows that GSP-S and PrefixSpan-S can
achieve linear speedup compared with GSP and PrefixSpan, respectively. From these plots, we
observe that the speedup of GPS-S and PrefixSpan-S is close to the linear speedup. The reason
they cannot be linear is that the communication cost between mappers and reducers goes up
when more computing nodes are added. As the number of computing nodes increases, the size
of the assigned database partition per computing node decreases and so does the computation
cost for each computing node. But the communication cost among the computing nodes

12 12

I Our strategy I Our strategy
M :| Default setting \:Delaull selting

Runtime(in 100s)
Runtime(in 100s)

02 04 06 08 1 12 14 02 04 06 08 1 12 14
Minimum support(%) Minimum support(%)
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Figure 14 Runtime of PrefixSpan-S with the default settings and our database partition strategy on (a) dbl (b)
db2

@ Springer



World Wide Web (2019) 22:295-324 321

7 T T T T T T T 7

T T
——GsP-s
—=— Prefixspan-S 1

Nodes Nodes

(a) b (b) db2
Figure 15 Speedup performance of GSP-S and PrefixSpan-S on (a) dbl and (b) db2

degrades the overall performance of algorithms. In general, GSP-S and PrefixSpan-S gain
significant speedup on a Spark cluster.

6.4 Scalability

In this experiment, we study the scalability performance of GSP-S and PrefixSpan-S
when the size of input sequence database grows. We generate five synthetic datasets
each containing 50 k to 250 k input sequences with an increment of 50 k. Here, we
set the minimum support as 10% (little difference of the scalability performance was
observed with other minimum supports), and record the runtime of the evaluated
algorithms for different sizes of input sequence database.

As shown in Figure 16, the runtime of GSP-S and PrefixSpan-S goes up when the size of
input sequence database increases. The reason is twofold. First, the cost of loading the input
dataset from the HDFS into the RDDs grows. Second, the increased input dataset leads to a

—¥— GSP-S
—E— Prefixspan-S

'S
w

w
w [ -
T T T

Runtime(in 100s)

50 100 150 200 250
Number of sequences(K)

Figure 16 Scalability of GSP-S and PrefixSpan-S when the size of input sequence database increases
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longer database scanning time of GSP-S. For PrefixSpan-S, the time cost of constructing
projected databases grows along with the size of the input dataset. Nevertheless, the overall
runtime increases at a sub-linear rate as the size of the input sequence database increases
because of the efficiency of our in-memory computation strategy and load balance strategies.

6.5 Analysis

The aforementioned experiment results conclude that GSP-S and PrefixSpan-S outperform the
existing approaches (see Figures 11 and 12). The reason for this is also twofold. First, GSP-S
and PrefixSpan-S load the input dataset from the HDFS into the RDDs and then just
read the data and intermediate results from the RDDs later, thus reducing IO over-
head. Second, the efficient database partition strategies balance load well among
computing nodes in the cluster, which also enables GSP-S and PrefixSpan-S to
outperform other algorithms. More importantly, we also observe that GSP-S outper-
forms PrefixSpan-S for the low minimum support. But when it comes to the high
minimum support, PrefixSpan-S is superior to GSP-S (see Figure 11). Our findings
suggest that a wise choice can be made between GSP-S and PrefixSpan-S, depending
on the user-specified minimum support threshold.

7 Conlusion and future work

In this paper, we propose two scalable and parallel sequential pattern mining algo-
rithms based on Spark, called GSP-S and PrefixSpan-S. Compared with the existing
parallel algorithms, GSP-S and PrefixSpan-S overcome the high 10 overhead problem
by adopting in-memory computation. In addition, we improve the performance of
GSP-S and PrefixSpan-S by balancing workload among computing nodes in the
cluster. Experimental results show the high performance of GSP-S and PrefixSpan-S
in terms of load-balancing, speedup and scalability. Moreover, our new findings
suggest that users can make a sensible choice between GSP-S and PrefixSpan-S
depending on the user-specified minimum support threshold.

In the further, we plan to explore other load-balancing strategies to improve the perfor-
mance even further. We also plan to apply the proposed algorithms suitable for mining
uncertain data [17], and other related applications.
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